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Abstract  

Anthropogenic global warming (AGW) is the prevailing theory of the IPCC for global warming. 
Greenhouse (GH) gases are the major drivers, whereas albedo, aerosols, and clouds have had 
cooling effects, and natural drivers have an insignificant role (<0.8 %). According to Assessment 
Report 6 (AR6), these radiative forcings (RF) have been a total of 2.70 Wm-2 causing a tempera-
ture increase of 1.27 °C in 2019. Many research studies are showing significantly lower RF and 
climate sensitivity values for anthropogenic climate drivers. Research studies offering natural cli-
mate drivers as the partial or total solution for global warming have gradually emerged like solar 
radiation changes, cosmic forces, and multidecadal, century- and millennial-scale oscillations. 
The cloud effects are still a major concern in General Circulation Models (GCMs). The cloudiness 
changes have a major role in cosmic effects like magnifying the warming effect of the Total Solar 
Irradiation (TSI).  The 60- and 88-year oscillations are the best-known oscillations, which are 
commonly known as AMO (Atlantic Multidecadal Oscillation) and the Gleissberg cycle explain-
ing the ups and downs of the global temperature in the 1900s. Mechanisms of long-term climate 
oscillations are still under debate. There are also essential differences between carbon cycle mod-
els and GH effect magnitude specifications. The synthesis of these natural climate drivers together 
with anthropogenic drivers constitutes an alternative theory called Natural Anthropogenic Global 
Warming (NAGW), in which natural drivers have a major role in dominating the warming during 
the current warm period. These results mean that there is no climate crisis and a need for prompt 
CO2 reduction programs. 
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1. Introduction  

The results of the IPCC are prevailing perceptions of global warming or more commonly climate 
change. According to AR6 (IPCC, 2021), the contribution of the anthropogenic climate drivers is 
99.2 % of the global warming from 1750 to 2019. The model-calculated temperature anomaly 
according to AR6 in 2019 was 1.27 °C and the estimate of the global observed temperature ano-
maly in 2019 was 1.29 °C (IPCC, 2021, Fig. 7-51). The main indicator of global warming is the 
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surface temperature Ts, and according to IPCC, there is practically no error between the observa-
tions and the GCMs in 2019. At first sight, it looks like there is a perfect match between the AGW 
and the observations. A prompt analysis reveals contradictions. 

There is a significant improvement in the model calculated Ts values if compared to the same 
figures reported in AR5 (IPCC, 2013).  The total Radiative Forcing (RF) was 2.34 Wm-2 in 2011. 
Using the Climate Sensitivity Parameter (λ) value of 0.5 K/(Wm-2), the model calculated temper-
ature Ts increase was 1.17 ⁰C. This figure is 37.6 % greater than the observed temperature anomaly 
of 0.85 ⁰C in 2011. This temperature amomaly has increased to 1.29 °C in 2019. The reasons for 
this abrupt temperature increase should be identified since GH gases are not able to cause such an 
increase according to the IPCC. 

The testimony of Christy (2017) in the U.S. House Committee on Science 2017 contains the de-
scription of the scientific test between the 102 CMIP5 climate model runs (CMIP5 means Coupled 
Model Intercomparison Project Phase 5 experiment design) and the tropical mid-tropospheric tem-
perature from 1979 to 2016. The observed temperatures consist of satellites, balloons, and model-
computed temperatures called reanalyze. In the test was applied the F-Test method of Vogelsang-
Franses designed to determine whether the trends of the two time series are equivalent or signifi-
cantly different. The test values showed that all three observational temperature trends were highly 
significantly different (99 % confidence level) than the average of 102 CMIP5 models. The error 
between the average 102 CMIP5 models and the satellite temperature was about 0.55 ⁰C during 
the period from 2010 to 2015.  

Together, 16 scientists have published an article (Santer et al., 2017) in which they realize that 
“Over most of the early twenty-first century, however, model tropospheric warming is substantially 
larger than observed; warming rate differences are generally outside the range of trends arising 
from internal variability.”  

One of the objectives of this paper is to challenge the IPCC’s climate change science. The most 
important issues of global warming are the RF magnitude of CO2, the positive water feedback, 
transient climate response (TCR), and the relative strengths of greenhouse (GH) gases. The first 
objective of this review study is to find out and analyze the anthropogenic contributions according 
to the competing research studies not applied by the IPCC. Since these issues are the most im-
portant, the theoretical aspects will be analyzed thoroughly.  

The second objective is to analyze the anthropogenic carbon amount in the atmosphere and its 
residence time, which are the basis for the scenario calculations during this century. The third 
objective is to analyze the GH effect specification of the IPCC, which is “IPCC-made” and con-
flicts with the IPCC policy to apply only reviewed research results. There are alternative specifi-
cations not considered by the IPCC. The GH effect specification of the IPCC does not affect global 
warming calculations, but it creates a strong GH gas image for CO2.  

The contributions of alternative research studies of anthropogenic climate drivers are usually much 
lower than those of the IPCC. Therefore, natural climate drivers are needed for filling up the gap. 
The IPCC omits almost totally the long-term solar radiation changes, cosmic forces, and multide-
cadal, century- and millennial-scale oscillations as drivers of global warming. The fourth objective 
is to summarize and analyze the differences between AGW and NAGW. 

2. Materials and methods 
The material and data applied to the IPCC reports and mainly the newest AR6 (IPCC, 2021) con-
stitute the reference basis for analyses. The scientific papers, which may not have been referred to 
by the IPCC, constitute another source of results and data. The approach of this review study is to 
analyze critically the results of the IPCC and to compare them to the alternative research papers, 
which we could call research studies of contrarians. The RF value of CO2 and the positive water 
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feedback have decisive roles in the IPCC science and therefore these issues have been analyzed 
thoroughly.   

 

3.  Results 

3.1  The strength of carbon dioxide (CO2) as a GH gas 

The RF value calculated at the tropopause was called instantaneous radiative forcing (IRF) in the 
AR5, and at the top of the atmosphere (TOA), the IPCC (2013) used the term Effective Radiative 
Forcing (ERF). The IPCC changed the terminology and the specifications of RF terms in the AR6 
(IPCC, 2021). The Instantaneous Radiative Forcing (IRF) was defined now as the change in the 
net TOA (Top of the Atmosphere) radiative flux following a perturbation, excluding any adjust-
ments. The Stratospheric Temperature-adjusted Radiative Forcing (SARF) was defined as the 
change in the net radiative flux at the TOA following a perturbation, including the response to 
stratospheric temperature adjustments. 

The ERF is the final RF at the TOA for a particular forcing agent, and it is the sum of the IRF and 
the adjustments. The AR6 refers to four RF studies, which have practically the same ERF results 
but essential differences in calculation methods. The RF value of CO2 caused the concentration 
increase from 280 ppm to 560 ppm has been marked as 2*CO2 and it is needed in calculating 
climate sensitivity values as temperature changes.  The 2*CO2 of Myhre et al. (1998) is 3.71  
Wm-2, and it is based on spectral calculations at the tropopause with stratospheric adjustments. 
This value has been used by the IPCC in three previous Assessment Reports, namely TAR (IPCC, 
2001), AR4 (IPCC, 2007), and AR5 (IPCC, 2011). In 2010 Schmidt et al. (2010) called this value 
a canonical estimate as it seemed to be unchallenged. In AR6 the IPCC writers introduced a higher 
2*CO2 on questionable rationale. In the AR6 three other 2*CO2 values have been referred namely 
the 3.75 Wm-2 of Etminan et al. (2016) and the 3.75 Wm-2 of Meinshausen et al. (2020) are based 
on spectral calculations at the TOA by using the Oslo LBL code (Myhre et al., 2016). The 2*CO2 
of Smith et al. (2018) the 3.70 Wm-2 and is based on the simulation of 11 GCMs applying the av-
erage IRF values at the TOA and the adjustments.  

Finally, the IPCC (2021) formulated a new presentation not found in these referred scientific 
papers, since they replaced IRF with SARF. The IPCC formulated a new paradigm, and the ERF 
of 3.93 Wm-2 is 5.3 % greater than in the three referred studies above from 3.7 Wm-2 to 3.75  
Wm-2.  

A simple mathematical formula is available for calculating RF values for other concentration val-
ues. The original equation of Myhre et al. (1998) for calculating the RF value of CO2 was 

                                              RF = k * ln(C/560) [Wm-2]                                                            (1)                                                  

where k = 5.35, and C is the concentration of CO2 (ppm). It should be noticed that RF is radiative 
forcing change due to the external climate driver changes, which may have happened since 1750.  
The values of this equation are a little bit lower than that of the official RF values of AR6 (IPCC, 
2021), but the IPPC does not introduce the equation giving a 2*CO2 value of 3.93 Wm-2. Eq. (1) 
gives the RF value of 2.06 Wm-2 for CO2 concentration 411.7 ppm in 2019, and the same value in 
AR6 (IPCC, 2021, Fig. 7.6)) is 2.16 Wm-2, which is 4.9 % greater being in line with the 2*CO2 
values. 

There are different 2*CO2 values, which are not referred to in the AR6 (IPCC, 2021). Barrett et al. 
(2006) and Schildknecht (2020) have applied LBL (line-by-line) calculations and their values are 
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3.1 Wm-2 and 3.0 Wm-2. Wijngaarden and Happer (2020) achieved a 2*CO2 value of 3.0 Wm-2 
based on their LBL calculations using the HITRAN database (2021). Their RF value for 2*CO2 
(from 400 ppm to 800 ppm) of 3.0 Wm-2  is at the altitude of 86 km, and the same value at 11 km 
is 5.5 Wm-2, which has not been explained. 

Harde (2013) also applied his own LBL calculations and his two-layer atmospheric model. His 
2*CO2 value is 2.4 Wm-2. Miskolczi and Mlynczak (2004) carried out extensive LBL calculations 
with different atmospheric compositions, and their 2*CO2 value is 2.53 Wm-2. 

Ollila (2014) has reported a 2*CO2 of 2.16 Wm-2
 utilizing LBL calculations with the Spectral Cal-

culator tool (GATS, 2021) by using the HITRAN (2021) database and water-continuum model.  
Ollila’s calculations are in line with Ohmura (2001) that 98 % of total LW absorption happens in 
the troposphere, and therefore the CO2 absorption does not increase in the stratosphere, but it is 
saturated before the altitude of 1 km. The IRF value (the RF at the troposphere) of Smith et al. 
(2018) is 2.6 Wm2. 

3.2 Positive water feedback 

Positive water feedback is a cornerstone in any GCM and the simple model of IPCC. IPCC (2007) 
writes in AR4 that “The positive water feedback doubles the radiative forcing of any GH gas.”  
The AR5 (IPCC, 2013, p. 667) writes “Therefore, although CO2 is the main control knob on cli-
mate, water vapour is a strong and fast feedback that amplifies any initial forcing by a typical 
factor between two and three.” Because it is a big difference between factors two and three, IPCC 
should show at least a few references to the proper research studies. 

The theoretical justification of positive water feedback is based on the equation of Clausius–
Clapeyron. This equation represents the pressure-temperature relationship in a saturated water 
vapor atmosphere. The real atmosphere is not saturated by water vapor, and therefore the theoret-
ical basis is weak. Because the atmosphere’s saturation is around 70% on average, it could possi-
ble that the positive water feedback relationship would follow the Clausius–Clapeyron equation. 
The direct humidity and temperature measurements from 1980 onward show no positive water 
feedback in the long run. 

The encompassing satellite temperature measurements were introduced in 1979 (UAH, 2017). In 
the same year, a new humidity semiconductor sensor technology Humicap® was introduced by the 
leading humidity measurement company Vaisala. Reliable empirical conclusions about the water 
feedback can be drawn from the behavior of the climate since 1979. Global humidity data is avail-
able from 1948 but its accuracy is not at the same level as data after 1979. 

The temperature according to the UAH satellite data set of the lower troposphere (UAH, 2022) and 
absolute humidity as Total Precipitable Water (TPW) values from NOAA’s NCEP/NCAR Reanal-
ysis dataset (2022) are depicted in Fig. 1. The short-term temperature changes are distinctly related 
to the El Niño and La Niña events, which are caused by the regional changes of the ocean currents 
and winds in the tropical central and eastern Pacific Ocean. They initiate the temperature change, 
and the strong change in absolute humidity amplifies the change by a factor of about 100 percent 
(Ollila, 2020a). It is practically the same as the positive feedback used by IPCC, but can it be found 
in the long-term trends? 
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Figure 1. The temperature trend and TPW (Total Precipitable Water) trends from 1980 to 2020. 

 

There are essential features in the long-term trends of temperature and TPW, which are calculated 
and depicted as yearly and 11-year running mean values. The long-term value of temperature has 
increased by about 0.4 ⁰C from 1979 to 2000 but the TPW values show a negative trend. During 
the temperature pause from 2000 to 2015, the TPW values show a positive trend. This behavior of 
TPW conflicts with the positive water feedback theory.  

The surface temperature values can be calculated using a simple equation, as defined by the IPCC 
(2013, p. 664): 

dTs = λ * RF [°C]                                                                    (2) 

where dTs is the global mean surface temperature change, and λ is the “climate sensitivity param-
eter”. The IPCC reported in TAR (2001) that “λ is the nearly invariant parameter (typically about 
0.5 K/(Wm-2).” This λ value was taken from the study of Ramanathan et al. (1985), based on eight 
research papers varying from 0.47 K/(Wm-2) to 0.53 K/(Wm-2). When Syuruko Manabe was 
awarded the Nobel Prize for Physics in 2021, one of Manabe’s main credits was that he was the 
first to introduce positive water feedback in 1967 (Manabe, 1967). He concluded that water feed-
back doubles the original RF of CO2, and his λ value was 0.53 K/(Wm-2). This feature became 
one of the essential features of GCMs as early as the 1980s but in his original paper, Manabe did 
not conclude if positive water feedback should be used or not in warming calculations. 

In AR6 (IPCC, 2021) the IPCC changed its nomenclature and used the term “climate feedback 
parameter” α, which is the reciprocal of λ = 1/α. The feedback parameter α can be decomposed 
into different types of feedback, and the sum of feedback parameters is the direct relationship 
between the ERF and the global equilibrium surface temperature change. 

Even though the IPCC did not report a λ value for ERF in AR6, it can be calculated from the data 
in Fig. 7.6 and Fig. 7.7 of AR6 (IPCC, 2021), which are based on the GCM calculations. The ERF 
value of 2.70 Wm-2 results in a warming of 1.27 °C, meaning the λ value of 1.27 °C / 2.70 Wm-2 
= 0.47 °C/(Wm-2), which is applicable in TCR calculations since the λ value of CO2 is the same. 
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This λ value means that water feedback has been applied in the GCMs used for calculating warm-
ing values in Fig. 7.7.  

It is possible to calculate the value of  l using different methods. The simplest method is based on 
the total energy balance of the Earth by equalizing the absorbed and emitted radiation fluxes (Schle-
singer, 1986; Ollila, 2014)  

SC(1-α) * (πr2) = sT4 * (4πr2) [W]              (3) 

where SC is the solar constant (~1360 Wm-2), α is the total albedo of the Earth, s is the Stefan-
Boltzmann constant (5.6704*10-8 [Wm-2K-4], and T is the temperature (K). The term SC(1-α)/4 is 
the same as the net radiative forcing (RF) and therefore Eq. (3) can be written in the form RF = 
sT4.  When this equation is derived, it will be d(RF)/dT = 4sT3 = 4(RF)/T.  The ratio d(RF)/dT can 
be inverted, transforming it into l: 

dT/(d(RF)) = l = T/(4RF) = T/(SC(1-α)) [K/Wm-2]                                  (4) 

Using the average radiation CERES (2021) flux values for the period 2008–2014, λ = 255.294 K 
/(1360.04*(1-0.2916) Wm-2) = 0.265 K/(Wm-2). Temperature 255.294 corresponds to the Stefan-
Boltzmann temperature for radiation 240 Wm-2.  Since λ gives the slope of a very nonlinear ex-
pression, there might be doubts if temperature change depends linearly closely enough on the RF 
in the range of about +10 Wm-2 as needed in the Shared Socioeconomic Pathways (SSP) scenario 
calculations of the IPCC. In Fig. 2, the emission temperature is depicted as a function of the 
Stefan–Boltzmann law and according to Eq. (1), using the λ value of 0.265 Wm-2. The deviation 
between these two curves is insignificant, and the numerical values show that in the RF range 
from 230 Wm-2 to 250 Wm-2, the error with these two equations is only 0.05 °C. This means that 
the linear Eq. (1) using a constant λ value is sound when calculating the dT values of different RF 
forcings.  

 

Figure 2. Emission temperature dependency according to Stefan-Boltzmann law and according to linear 
dependency per Eq. (4). 

The difference between the λ values of 0.47 K/(Wm-2) and 0.265 K/(Wm-2) is due to the positive 
water feedback. 
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3.3 Climate sensitivity 

Climate sensitivity (CS) is a useful measure, telling us how much the Earth’s surface temperature 
Ts would increase driven if CO2 concentration would increase from 280 ppm to 560 ppm 
(=2*CO2). There are two types of climate sensitivity, namely Transient Climate Response (TCR) 
which was called earlier Transient Climate Sensitivity (TCS), and Equilibrium Climate Sensitivity 
(ECS) (IPCC, 2013). According to AR6 (IPCC, 2021) the “TCR is a surface temperature response 
for the hypothetical scenario in which atmospheric carbon dioxide (CO2) increases at 1% yr-1 from 
pre-industrial to the time of a doubling of atmospheric CO2 concentration (year 70)”. The TAR 
of the IPCC (2001) defines TCR as a transition of the surface-troposphere system from one equi-
librium state to another. 

In the ECS calculations, the climate system must reach the equilibrium, which takes a longer 
amount of time, because the deep oceans are included and they have a long time to heat up and not 
all feedbacks are developed into full effects, like albedo changes of the surface for example. IPCC 
(2013, p. 1112) also states that “TCR is a more informative indicator of future climate than ECS”. 
Therefore, the analyses of this study have been carried out only for TCR values.  

Applying Eq. (2) gives the TCR  value of 1.85 °C (= 0.47 °C/(Wm-2) *3.93 Wm-2), while the best 
estimate of AR6 (IPCC, 2021) is 1.8 °C. For example, the Ts for the worst-case scenario SSP5-
8.5 determined according to Eq. (1) would be: dTs = 0.47 K/(Wm-2) * 8.5 Wm-2 = 4.0 °C using 
the λ value of the AR6. Ts would be 4.5 °C using the λ value of 0.5 K/(Wm-2), which is practically 
the same as the average value of 4.4 °C of the AR6 calculated by GCMs. These examples show 
that the average warming values calculated using Eq. (1) are the same as the results calculated by 
complicated GCMs applicable for the present-day warming, TCR calculations, and scenarios ac-
cording to SSP (Shared Socioeconomic Pathways) calculations.  

This fact is not easily accepted by those researchers who think that these calculations can be 
correctly carried out only by GCMs.  What is the relationship between the λ and the TCR, and are 
the TCR values calculated using λ close enough to TCR values as defined by the IPCC?  

It is a question about the dynamic delays in Ts calculations. The TCR specification (IPCC, 2021) 
defines that CO2 increases at 1% yr-1, from pre-industrial levels to double the atmospheric CO2 
concentration. Since the CO2 growth rate has been smaller than 1 % yr-1, the dT effects from 1750 
to 2019 in Figure 7.7 of AR6  can be simply calculated according to the equation T = λ * RF. This 
means that the results are the same when using Eq. (1) compared to the average results of several 
GCM simulations. The same applies to TCR calculations, as shown above: 1.85 °C using λ versus 
1.8 °C using GCMs.  If there were time delays in response longer than one year, the equation dT 
= λ * RF would give different results. 

One could expect, that the TCR values calculated by GCMs are more accurate than those calcu-
lated by using Eq. (1). In fact, there is quite a significant uncertainty range by using GCMs as can 
be found in the AR6 (IPCC, 2021): “The best estimate of TCR is 1.8°C, the likely range is 1.4°C 
to 2.2°C”. This uncertainty comes from the GCMs, which use different modeling methods and 
especially different amounts of various feedback. It means that GCMs do not improve the accu-
racy of TCR calculations but increase uncertainty for the reasons commented above. 

Using Eq. (1) for calculating the warming values is correct since the dynamical time constant for 
the ocean is 2.74 months, and for land, 1.04 months (Stine et al., 2009). These values mean that 
for a stepwise RF change, Ts has reached its new equilibrium value in one year, since the settling 
(relaxation) time is about four times longer (98.3 % of the final change achieved) than the 
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residence time (4 * 2.74 = 11 months) according to a first-order process dynamic system having 
a single time constant. 

The literature survey of non-IPCC TCR values can be divided into three major categories 
based on the research method, namely A) using the 2*CO2 values of the IPCC, B) using 
the 2*CO2 by applying researchers own LBL analysis calculations, C) using observed Ts 
values and other climate data.  

The survey of research studies of category C reveals that the TCR values vary from 0.0 
°C of Fleming (2018) to 1.2 °C of Otto et al. (2013). The results of this category are not 
reliable enough since they are too heavily dependent on other climate drivers like solar 
irradiation variations, volcanic impacts, surface albedo changes, etc. Kissin (2015). Usu-
ally, the elimination of these effects has not been considered at all. 
 

The TCR values of category A are very consistent since they are very close to each other: 1.15 
°C from Bengtson and Schwartz (2012), 1.2 °C from Schlesinger (1986), and 1.33 °C from Lewis 
and Curry (2015). Even though these research studies apply 3.7 Wm-2 as the RF value, they have 
not found positive water feedback in the climate explaining the deviations from the IPCC’s value 
of 1.8 °C. These results are fully in line with the IPCC (2007), which writes in section 8.6.2.3 of 
AR4 that "with any feedback operating, the global warming from GCMs would be around 1.2 
°C.” Ollila (2020b) has carried out warming calculations by applying only feedback from the 
atmosphere, which is called Planck’s response. Using an RF value of 3.7 Wm-2 gives the warming 
value of 1.12 °C, which is also very close to the values above. 

The results of category B vary considerably little: 0.6 °C by  Barrett et al. (2006), 0.48 °C by 
Miskolczi and Mlynczak (2004), 0.51 °C by Ollila (2012), 0.6 °C by Ollila (2014), 0.5 – 0.7 °C by 
Kissin (2015), 0.4 °C by Smirnov (2017), 0.7 °C by Harde (2017), and 0.5 °C by Schildknecht 
(2020). The only explanation is that these researchers have found a smaller 2*CO2 value than 3.7 
Wm-2 and they have not found positive water feedback. The differences cannot be explained by 
the identified flaws in calculation methods.  

It should be noticed that the survey of this study does not cover all research studies showing lower 
CS values than IPCC. Gervais (2021) has listed 109 studies that conclude that CS is from 0.0 to 
1°C. The most common result of these studies is that the TCR/ECS value is negligible or close to 
zero, and they are usually based on the analysis of empirical climate data. The studies of Miskolczi 
(2014) and Drotos et al. (2020) have proposed a feedback mechanism in the climate that will drive 
the long-term temperature effect of 2*CO2 to zero, which means that the GH effect would be con-
stant and not depend on the CO2 concentration; so far, these proposals have not received any com-
mon acceptance.  

 
3.4 Relative strengths of major GH gases 

The global warming potential (GWP) definition means how much a GH gas can absorb infrared 
energy if 1 kg has been released into the atmosphere over a specified period (normally 100 years) 
when compared to the same amount of CO2 gas (IPCC, 2007).  The 100-year GWP value of me-
thane is 27.9 and the same value of nitrogen oxide is 273 (IPCC, 2021). The GPW value definition 
is highly theoretical, and it is not applicable in warming calculations, because only the actual GH 
gas concentration has a warming impact and not the future concentrations.  

A more realistic analysis can be carried out to find out the relative strengths in the climate of this 
century by increasing the GH gas concentration in question by 10 % from its concentration in the 
present atmospheric conditions and calculating the absorption for the altitude of 120 km (Ollila, 
2017a). When CO2 acts as a reference having a strength of 1, the relative strengths of other GH 
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gases are water 11.8, ozone 0.78, nitrogen oxide 0.14, and methane 0.11, 

The simplest method for comparing the relative strengths of GH gases is to compare their RF 
values from 1750 to 2019 as shown in Table 1. 
Table 1. Relative strengths of carbon dioxide, methane, and nitrogen oxide according to AR6 (IPCC, 2021, 
Fig. 7.6) based on the concentration changes from 1750 to 2019. 

     
GH gas RF in 2019, Wm-2 Concentration change, % RF/1% change Relative strength 

CO2 2.16 40.36 5.35 1 

CH4 0.54 159.17 0.34 0.11 

N2O 0.21 20.00 1.05 0.25 

 

These two calculation methods show that the GWP values give wrong images about the strengths, 
and they do not represent the warming impacts of GH gas on a certain year during this century. 
The warming impact of water is almost linearly dependent on the water vapor content in the at-
mosphere, and it explains why water is such a strong GH gas.  

The physical explanations for these relative strengths can be noticed in Fig. 3, where the absorption 
peaks of major GH gases have been depicted. 

 
Figure 3. The absorption areas of GH gases in clear sky conditions. 

The absorption peaks of methane and nitrogen oxide are badly overlapping with the absorption 
effects of water and carbon dioxide explaining their weak RF impacts. On the other hand, the 
absorption peak of ozone is relatively strong since its absorption wavenumber zone from 1000 to 
1100 water has the minimum absorption effect. 
3.5 Carbon dioxide circulation and time delays in the atmosphere 

In calculating the future warming impacts of CO2, it is important to know in which way fossil 
emissions would change the atmospheric CO2 concentration. The only way to find out this behavior 
is to build a model simulating the carbon cycle between the atmosphere, the ocean, and the land. 
About 25 % of the atmospheric CO2 changes every year, because the oceans absolve and dissolve 
CO2, and in the same way land plants (later land) photosynthesize and respire CO2. The present-
day anthropogenic emission of about 10 GtC per year (gigatons of carbon) is only 4.5 % of the 
annual CO2 flux of about 220 GtC circulating through the atmosphere. 
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Since 1960, CO2 circulation has behaved practically the same way that about 55 % of annual emis-
sions have been taken up by the two sinks. During the last 10 years, the atmospheric CO2 amount 
has increased yearly with the amount corresponding to about 4.5 GtC, which is 45 % of the annual 
fossil fuel emissions but it does not mean that this increase is totally anthropogenic as the IPCC 
assumes. Yearly fossil emissions mix with the existing atmospheric CO2. From this almost evenly 
mixed CO2, the ocean, and the land uptake CO2 according to their atmospheric composition, and 
simultaneously CO2 flows into the atmosphere from the ocean and the land having different com-
positions. A comprehensive isotope measurement study of the dissolved CO2 in the ocean (Sabine 
et al., 2004) shows that the ocean is a sink for anthropogenic CO2, but the sink of the total CO2 
(total CO2 is the mixture of anthropogenic and natural CO2) between the ocean and the land is not 
clear. The ocean used to be the main sink for the total CO2 (IPCC, 2013; Ollila, 2020c) before 
1960. According to the AR6 (IPCC, 2021) during 2010-2019 the average yearly sink anthropo-
genic CO2 value of 5.9 GtC yr-1 was divided 42 % versus 58 % between the ocean and the land. 
This means that if the recycling system of CO2 works in the same way also during this century, the 
atmospheric CO2 concentration will increase steadily.  

Two permanent isotopes of carbon molecules exist. The most common is 12C, having 6 positrons 
and 6 neutrons; however, 13C has one extra neutron. Isotope 12C is the most common, being 98.9 
% of all carbon; the rest is 13C. An exceedingly small concentration of unstable isotope 14C, which 
is radioactive, also exists. 

The measurement unit of 13C (marked as δ13C) is a fraction of carbon isotope 13C expressed as ‰, 
and it has been called permille. This unit is linearly dependent (Srivastava et al., 2018) on the 
relationship 13C/12C: 

 d13C = (S/N-1) * 1000 [‰]                  (5) 

where S = 13C/12C being a sample and N = (13C/12C)standard = 0,0112372. The value of the standard 
comes from a sea fossil “Belemnitella Americana.” Many climate researchers have never heard 
about this measurement unit. It looks like the IPCC does not want to report on permille values 
since in the AR6 (IPCC, 2021) is only one figure namely Fig. 5-6 and its panel c, where is a short 
permille trend of the atmospheric CO2. The same applies to the main referred research study 
(Friedlingstein et al., 2020), which is the basis of the carbon cycle description in the AR6: no 
reference to the permille values. 

Anthropogenic CO2 means CO2 originating from fossil fuels and land use (NOAA, 2018). Fossil 
fuels have the same permille value as plants from the Carboniferous era (359 – 299 million years 
ago); this value is -28 ‰. The typical δ13C values in the present day are the atmosphere about  
-8.6 ‰, the ocean surface from -8.0 ‰ to -10 ‰, the land -26 ‰, and the fossil fuels -28 ‰ (Quay 
et al., 2003; NOAA, 2020c). 

The permille unit is odd because most values of carbon dioxide (CO2) mixtures are negative. The 
atmosphere is the mixture of natural CO2 from the ocean and plants and the fraction of anthropo-
genic emissions remaining there. The term “total CO2” has been used for the mixture of natural 
and anthropogenic CO2 flux or amount. The Suess Effect shifts continuously the isotopic ratio of 
both 13C and 14C in the atmosphere and the ocean because of anthropogenic CO2 emissions. The 
change in δ13C value is mainly due to the combustion of fossil fuels and the circulation of CO2. 

Because the permille values of anthropogenic CO2 differ so much from the atmospheric values 
today (-8.6 ‰), it can be used to calculate the fraction of anthropogenic CO2 in the atmosphere 
by applying carbon circulation models. 



 Antero Ollila: Natural Climate Drivers dominate in the Current Warming 

 

Science of Climate Change                                               https://doi.org/10.53234/scc202204/03 

 300 

Carbon cycle models referred to by the IPCC are all-encompassing and they apply several sub-
models designed for special tasks like CO2 exchange with plants. In this section, the approach is 
to analyze critically the IPCC’s carbon cycle model, which refers to the yearly published article 
“Global Carbon Budget” by Friedlingstein et al (2020), and to compare its key figures to the 
results of the 1DAOBM-3 model of Ollila (2020c), and Berry (2021). 

In AR5, the IPCC (2013a, p. 467–469) writes: “About half of the emissions remained in the at-
mosphere 240 PgC±10 PgC since 1750.” In the same way in AR6 (2021), the increased mass of 
the atmosphere originates from the emissions. The total CO2 mass in 2019 was 876 GtC; in 1750, 
the same was 591 GtC (IPCC, 2021). Two simple tests can be carried out to check the numbers 
of the AR6. If all the CO2 increase were anthropogenic CO2 as IPCC reports (2021), its amount 
would be 285 GtC in 2019, meaning a fraction of 32.5 %. The rest (67.5 %) would be assumed to 
be natural CO2 having a d13C value of -6.35‰, which is the permille value of the atmospheric 
CO2 in 1750. The d13C of this atmospheric CO2 mixture would be 

d13C = 0.324 * (-28) + 0.676 * (-6.35) = -13.4 [‰]                   (6) 

 
If eq. (6) would give the permille value of -8.6 ‰, the permille value of the natural CO2 in the 
atmosphere should be about +1.0 ‰. Since the plants have not been sink according to AR6 (IPCC, 
2021, p. 5-22), the land has not changed the atmospheric permille value. The ocean has been the 
major sink but the fractionation from air to sea and from sea to air are so close to each other that 
the recycling fluxes have not been able to change the natural CO2 value significantly. This analysis 
shows that the increased atmospheric mass from 1750 cannot be totally anthropogenic since the 
currently observed d13C is about -8.6‰. 

Another test can be carried out to test the correctness of the carbon cycle figures of the IPCC 
(2021). There is a fractionation phenomenon from air to sea, from sea to air, and vegetation 
CO2 exchange. However, about 99 % of anthropogenic CO2 is a carbon isotope of 12C; therefore, 
its recycling happens similarly to natural CO2. Although the 13C fraction would differ in recycling 
anthropogenic carbon fluxes, over 99 % is the same material, which must still be labeled anthro-
pogenic if it originates from human actions. Table 2 has enlisted the carbon cycle fluxes (CCFs) 
of the IPCC (2021) from Fig. 5.12 since it is the only presentation of this kind in the AR6. 

Table 2. The average CCFs (GtC yr-1) from 2010 to 2017, according to IPPC (2021, Fig. 5.12), and the 
percentage fraction of the anthropogenic CO2 from the total oceanic or terrestrial CCF. 

Total carbon cycle flux from the atmosphere, GtC yr-1 Anthropogenic CO2 and percentage 
from the CCF 

Total CO2 in the atmosphere, 870 GtC 279 GtC, 32.1 % 

From the atmosphere to the ocean, anthropogenic, 79.5  25.5 GtC yr-1, 32.0 % 

From the atmosphere to land plants, anthropogenic, 142.0 29.0 GtC yr-1, 20.4 % 

The key figures in Table 2 mean that the ocean-atmosphere flux would not discriminate the at-
mosphere’s anthropogenic fraction since it contains the same 32.0 % of this fraction because in 
the atmosphere this fraction is the same of 32.1 %. Surprisingly enough, the gross photosynthesis 
flux has only 20.4 % of anthropogenic CO2. Does a physical explanation for this land discrimina-
tion exist? No. Instead, the plants prefer anthropogenic CO2 for its higher 12C isotope concentra-
tion. The ocean’s euphotic layer (max. depth of about 200 m) also favors anthropogenic CO2 since 
phytoplankton and plants prefer the 12C.   

According to the IPCC (2021), when there is an annual emission of anthropogenic CO2 increase, 
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only the anthropogenic molecules will be sequestrated by the sea and the land plants, and on 
average 44-45 % is removed from the atmosphere annually (IPCC, 2021). Both anthropogenic 
and natural CO2 has about 98.9 % carbon isotopes 12C, but there is no natural process that could 
identify the origin of 12C and select only 12C  molecules with the anthropogenic origin, which 
would be sequestrated and not a single one with a natural origin. In reality, sequestration of 12C  
must happen according to the relative amounts of these molecules: if the concentration of 12C with 
the natural origin is double in comparison to anthropogenic 12C molecules, the double amounts 
will be sequestrated. 

The fractionation phenomenon between the reservoirs changes the relative amounts of 13C mole-
cules (amount only about 1.1 %) and it affects the permille number of the CO2 amount seques-
trated by a reservoir. But fractionation does not control the sequestration process since it is only 
a consequence. 

According to AR6 (IPCC, 2021), “The ocean uptake of anthropogenic carbon is a two-step set of 
abiotic processes that involves the exchange of CO2, first across the air-sea boundary into  the 
surface mixed layer, followed by its transport into the ocean interior where it is stored for decades 
to  millennia, depending on the depth of storage (Gruber et al., 2019).” This adiabatic process 
means that the atmospheric CO2

 dissolves in the surface ocean according to Henry’s law, which 
leads to the equilibrium between the atmospheric and the dissolved CO2. The study of Humlum 
et al. (2013) reveals that the time lag between CO2 concentration changes and the ocean’s surface 
temperature is 11-12 months globally. 

The AR6 (IPCC, 2021) does not report, in which way the anthropogenic CO2 is divided between 
the ocean mixing layer and the intermediate & deep ocean. Gruber et al. (2019) reported that 50 
% of the anthropogenic CO2 is in the layer above 400 meters depth. The total anthropogenic CO2 

in the ocean was 160 GtC in 2019 (IPCC, 2021). Since the surface mixed layer depth is 75-100 
meters, the anthropogenic CO2 in this layer can be estimated to be about 0.3*0.5*160 = 25 GtC. 
According to IPCC (2021), the annual average recycle 2008-2017 flux of anthropogenic CO2 was 
25.5 GtC. These figures would mean that the ocean recycle flux would return yearly into the 
atmosphere practically all the anthropogenic CO2, which was absorbed by the surface mixed layer. 
This would mean zero sequestration rate by the ocean. This is another example of the physical 
contradictions of the IPCC model. 

The main differences in carbon cycle representations between the AR6 of the IPCC (2021), 
which is based on the research report of Friedlingstein et al. (2020), Ollila (2020c), and Berry 
(2021) have been tabulated in Table 3.  
 
Table 3. The key figures of anthropogenic CO2 according to Friedlingstein et al. (2020) from 2010 to 
2019, Ollila (2020c) for the year 2019, and the same of Berry for the year 2020. 

Reservoir Cumulative 1750-2019 Yearly net fluxes 

Amount (GtC) or flux (GtC yr-1) IPCC Ollila Berry IPCC Ollila 

Anthropogenic CO2 in/to the atmosph.  285 70 71 5.1 0.3 

Anthropogenic CO2 in/to the ocean 170 250 206 2.5 5.8 

Anthropogenic CO2 in/to land plants 230 166 71 3.4 3.2 

Total anthropogenic amount, GtC 685 486 452   

The total amount of anthropogenic CO2 of Ollila includes 32 GtC of land-use CO2 emissions, and 
the same of the IPCC is 240 GtC (imbalance in terrestrial sink 10 GtC). The anthropogenic CO2 
amounts of Berry and Ollila are very close to each other, and the main difference is due to the land-
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use emissions applied by Ollila. This result is very interesting since the calculation basis of Ollila is a 
complicated model of CO2 recycling between different reservoirs considering the fractionation between 
reservoirs and Berry’s approach is simpler. 

The ocean absorbs anthropogenic CO2 yearly at 5.8 GtC according to Ollila (2020c) but in the IPCC’s 
model, it is only 2.6 GtC. The anthropogenic flux 5.8 GtC yr-1 is not the net absorption rate of total 
CO2, since there is a natural CO2 flux of 3.6 GtC yr-1 back into the atmosphere keeping the net seques-
tration rate in 2.2 GtC, which is less than in buffer-factor models (2.6 GtC yr-1). This is the reason for 
the composition of the total atmospheric CO2 increase of 265 GtC since 1750: 195 GtC of natural CO2 
and 70 GtC of anthropogenic CO2.  

According to Friendlingstein et al. (2020) and the IPCC (2021), the amount of 265 GtC is totally 
anthropogenic by nature. This is an assumption, which has not been supported by any figures or anal-
yses.  In AR4 the IPCC (2007, p. 948) says that the turnover time for natural CO2 is about four years. 
It is in line with the definition of the turnover time, which is calculated by diving the total CO2 mass 
of the atmosphere mass of 880 GtC with a total CCF of 220 GtC  yr-1

, which gives the same figure. In 
AR5 the IPCC (2013, p.469) writes: “The removal of human-emitted CO2 from the atmosphere by 
natural processes will take a few hundred thousand years (high confidence). Depending on the RCP 
scenario considered, about 15 to 40% of emitted CO2 will remain in the atmosphere longer than 1,000 
years.” This is again an example of the physical contradictions of the IPCC carbon cycle model. 
 
In tracer testing, which is commonly used in scientific studies, a very small amount of a chemical or a 
radioactive compound is used to detect flows, delays, and other dynamic properties of a fluid system 
under scrutiny. For estimating the residence time of the anthropogenic CO2 in the atmosphere, the re-
sults of the only full-scale test carried out by humanity with the climate are now available. The nuclear 
bomb tests in the atmosphere from 1945 to 1964 accidentally created this kind of tracer test situation.  
  
The decay curve of the 14C can be combined with some of the worldwide measurements (Levin et al., 
2010; Utrecht, 2016; LLNL, 2016) carried out since the 1950s and this is illustrated in Fig. 4. The 
simulated decay rate of the first order dynamic system with a residence time of 16 years gives an ex-
cellent fit.  
 
 

 

Figure 4. The observed global decaying rate of 14C (blue curve), the simulation result by 1DAOBM-3 (red 
curve), the theoretical decaying rate of 14C without recycling fluxes in the carbon circulation system (black 
dashed curve), and the estimated decaying rate in the climate system without fossil fuel emissions (brown 
curve). 
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This tracer test by the 14C corresponds perfectly to the behavior of anthropogenic CO2. In both 
cases, the concentration change of a new CO2 flux into the atmosphere starts from zero. The 
nuclear bomb test can be used to validate any CO2 circulation model.  

If a model gives a shorter residence time of 16 years for anthropogenic CO2 in the atmosphere, it 
is probably wrongly composed. This is true for early research studies showing residence times 
from 2 to 15 years, which gives an average residence time is 7.6 years, which was identified by 
Segalstad (1998) when he surveyed 34 residence time studies from 1957 to 1990. A common 
feature of these studies is that they have used a model, where is one mixing tank (the atmosphere) 
and the total CCF flows through this tank. This process model is flawed since in reality, the carbon 
cycle encompasses three reservoirs with recycling fluxes. 

Revelle and Suess (1956) estimated that “the exchange time” for an atmospheric CO2 molecule to 
be absorbed by the sea is “the order of magnitude of 10 years”.  In this case “the exchange time” 
Ƭe was defined to be the half-life time since Ƭe was marked to be 1/k, where k is the time constant 
of the first-order dynamic system. A half-time means the time when 50 % of the change has 
happened. For the first order system a half time = ln2/k = 0.693/k. Residence time Ƭ (also called 
turn-over time) is 1/k. Therefore, in the first order system Ƭe = 0.693 * Ƭ. 

The value of 10 years of Ƭe by Suess and Revelle corresponds to 14.4 years of residence time. 
This value calculated from cosmogenic 14C data is surprisingly close to 16 years of Ƭ confirmed 
by the empirical nuclear bomb tracer test years later. 
 

Another useful timescale is relaxation time or adjustment time (marked with Ƭadj), which means 
the time needed for a perturbed system to return to equilibrium or a steady state. Because theo-
retically, Ƭadj would be infinitely long, in practice Ƭadj is approximated by multiplying the resi-
dence time by four: Ƭadj = 4 Ƭ. At this time moment, a step change has reached the level of 98.3 
% from the final equilibrium value. The IPCC uses Ƭadj values in reporting how long it takes the 
anthropogenic CO2 to leave the atmosphere if anthropogenic emissions would stop. 

The conclusion about IPCC’s adjustment time for anthropogenic CO2 is that it is in direct conflict 
with the tracer test results with radiocarbon. The relaxation time of 1DAOBM-3 is 64 years is the 
same as the radiocarbon relaxation time. 

The simulation results applying 1DAOBM-3 (Ollila, 2020c) and Berry (2021) show that the 
amount of the anthropogenic CO2 in the atmosphere in 2019 is only 70 GtC, corresponding to the 
portion of 8 % because natural CO2 flows into the atmosphere from the ocean and the vegetation. 
According to Ollila (2020c), this amount is concordant with the δ13C measurement in 2017 
(Locean, 2016) being -8.6 ‰. Any permille value observation or presentation and how it should 
be calculated cannot be found in the AR6 (IPCC, 2021) or Friedlingstein et al. (2020). The con-
clusion could be that the division between natural and anthropogenic atmospheric CO2 amounts 
does not support the observed δ13C value. 

Harde and Salby (2021) have concluded that the residence times of atmospheric natural and an-
thropogenic CO2 are the same since the CO2 molecules are similar. They use the term “absorption 
time”, which seems to be according to graphical presentations the same as the residence time of  
16 years of bomb carbon.  

A simple test can be carried out if the adjustment time of 64 years could be possible for the total 
CO2 increase of 285 GtC from 1750 to 2019. How long it would take that the extra 285 GtC in the 
atmosphere would decrease to zero if the anthropogenic emissions (about 10 GtC yr-1) were 
stopped totally? If the yearly decrease is the same as the present-day sequestration rate of about 
5.5 GtC each year, it would take 52 years. But as the decay curve of 14C shows in Fig. 4, the decay 
rate will decrease continually according to the first-order dynamic model, which time constant is 
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16 years. The atmospheric anthropogenic amount of 70 GtC can decrease to almost zero in 64 
years as has happened but it is impossible to the total CO2 amount of 285 GtC due to the restricted 
sequestration capacity of the ocean and the land plants. 

The only way to find an answer is a model simulating carbon recycling between the three reser-
voirs. Ollila has simulated the decrease rate of the total atmospheric CO2 when anthropogenic 
emissions stop by applying his model 1DAOBM-3 and the simplified dynamic models of 
Bern2.5CC (Joos et al., 2001) and Joos2013 by Joos et al. (2013). Bern2.5CC has been also the 
selection of the IPCC. The results have been depicted in Fig. 5. 

 

Figure 5. Decay rates of total atmospheric CO2 concentration using different carbon cycle mod-
els, and the anthropogenic CO2. 

The dynamic models of Bern2.5CC and Joos2013 are combinations of four first-order dynamic 
models with different residence times from 1.189 years to 393.4 years and a constant, which means 
that CO2 would never decrease to zero level but stay at the level of about 20 % from the original 
starting level. There is no physical reason for this assumption.  

The fitting of the 1DAOBM-3 simulation shows that a residence time of about 70 years is a rea-
sonable compromise. It is not very good fitting since recycling fluxes, especially from the land, 
increases on yearly basis more and more CO2 into the atmosphere. It means that the adjustment 
time would be 4*70 = 280 years before the atmospheric CO2 level would have returned to about 
the same level as 1750. It is not probably a coincidence that the present CO2 concentration increase 
has happened during the last 270 years. The surface temperature after 2010 in this simulation has 
been constant. 

A common feature among the IPCC contrarians is that the increase in atmospheric CO2 cannot be 
totally anthropogenic since they find several faults and violations of physical laws in the IPCC’s 
carbon cycle modeling. There are still different results among the contrarian research studies but 
they are closing each other. 

3.6 The decadal climate oscillations  

 
The first observational evidence for about 60- to 80-year temperature oscillations in the North 
Atlantic basin was identified during the 1980s (Folland et al., 1984; Folland et al., 1986), and they 
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were followed by Schlesinger and Ramankutty (1994), and Klyashtorin et al. (2009). This phe-
nomenon was termed the Atlantic Multidecadal Oscillation (AMO) by Kerr (2000). Chen et al. 
(2018) identified the same kind of oscillation in the northern part of the Pacific, and it has been 
termed the Pacific Multidecadal Oscillation (PMO). 

Researchers of astrophysics have studied the cyclic behavior of solar magnetic activity since 1843 
when it was discovered by Schwabe (1843) to have about an 11-year duration. Hale (1908) dis-
covered the magnetic nature of sunspots and that the complete magnetic cycle spans two solar 
cycles (22 years).  Gleissberg found in 1958 that the solar cycles weaken and strengthen in the 
period of about 80 years by applying a lowpass filter to the sunspot number records. The periodicity 
of the 88-year Gleissberg cycle like the 220-year Suess (1980) cycle is related to the Schwabe 
cycle. 

The same periodicities of about 60- to 90-year have been found in regional and global measure-
ments during the thousands of years like the global temperature (HadCRUT5, 2021), Indian mon-
soons (Agnihotri et al., 2002), NE Pacific coast sediments (Patterson et al., 2004), cosmogenic 
isotope concentrations of 14C and 10Be (Attolini et al., 1987; Cini Castagnoli et al., 1992), auroral 
records (Feynman and Fougere, 1984), and tree-ring analyses (Lin et al., 1975; Peristykh and 
Damon, 2003; Ollila and Timonen, 2022). Scafetta (2010) and Ollila (2017b) have introduced 
and analyzed the planetary oscillation called Astronomic Harmonic Resonances (AHR), which 
creates a 60-year oscillation pattern. These different 60-oscillations have been depicted in Fig. 6. 

 

 

Figure 6. The 60-year fluctuations of AMO (NOAA, 2022), PMO, AHR, and temperature trends. The AHR 
trend is from the study of Ollila (2017b), and the PMO has been digitized from Fig. 5 of Chen et al. (2016) 
with 2-year steps. 

As Fig. 6 indicates, the AMO and PMO are probably connected to global-scale multidecadal os-
cillation (GSMO), also called Global-Scale Multidecadal Variability of about 50 to 70 years as 
observed in the temperature behavior. The trends also illustrate the fact that the NH oscillations 
are stronger than global oscillation amplitudes. 

 

Internal and external forces have been proposed to cause oscillations. Ermakov et al., (2009) were 
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the first to introduce that the cosmic dust variations may cause temperature oscillations.    Scafetta 
(2010) and Ollila (2017b) have analyzed that the orbital periods of Jupiter and Saturn can create 
temperature variations of 60 years by moving the solar system barycentre, which causes variations 
in the cosmic dust amount entering the atmosphere. The temperature effect happens through 
cloudiness variations.  

Ollila and Timonen (2022) analyzed the year-accurate tree-ring data series called the Finnish 
Timberline Pine Chronology (FTPC) from the year 1000 onward. They found that the tree-ring 
variations can be explained with two oscillation periods of 60- and 88-years. The 60-year period 
matches the AHR phenomenon, and the longer oscillation is a well-known 88-year oscillation, 
which was first discovered by Gleissberg (1958). This oscillation can be connected to the repeti-
tive occurrence of the basic solar Schwabe cycle of 11 years (varying from 10 to 14 years) as well 
as the Hale 22-year cycle. In Fig. 6 the 60- and 88-year cycles have been combined and the peri-
odicity of the combined signal correlates very well with the FTPC tree-ring signal, Fig. 7.  

 

Figure 7. FTPC 31-year running mean signal and combined AHR & Gleissberg signal. 

The temperature effect of the 60- & 88-year signal on the temperature change from 1750 to 2019 
is minimal since there are grand maximums (simultaneous maximums) during these years. On the 
other hand, this oscillation can explain the cyclic behavior of the global temperature from 1750 
to 2020. 

The 60- to 88-year oscillations had their simultaneous maximums in 1940. When the oscillation 
phases changed to negative phases, the cooling effect of the 60- & 88- year oscillations became 
dominant over the greenhouse gas effects and caused global temperature to decrease, which hap-
pened from 1940 to 1975. Similarly, when the 60- & 88 oscillations turned from a negative to a 
positive phase, global warming accelerated, as it did after 1975 and finally increased the global 
temperature by about 0.25 °C (Fig. 6) till 2000. The IPCC has not recognized this temperature 
behavior in its temperature reconstruction during the 1900s. 

3.7  Century- and millennial-scale climate oscillations 

Century- and millennial-oscillations have a major role in explaining long-term variations thinking 
the anthropogenic period from 1750 to the present. If there are longer periodicities than about 250 
years, they are possible explanations for the present-time warming at least partially. The first step 
is to find out research studies analyzing these periods and the second step is to analyze the 
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proposed mechanisms. 

Century- and near-millennium scale research studies have used typically ice-core drilling samples 
of Antarctica and Greenland, and the other group of studies has used cosmogenic analyses of 14C 
and 10Be samples from other sources like marine and lake sediment records, and δ18O records of 
speleothems (geological formations of mineral deposits in natural caves). 

The analyses (Davis et al., 2017; Davis et al., 2018; Davis et al., 2019) of Antarctica drill hole 
samples have revealed a dominating periodicity of about 143-146 years during the last 446 mil-
lennium years, which has been coined to Antarctic Centennial Oscillation (ACO) and Antarctic 
Oscillation (AAO). The analyses show also millennial-scale oscillations from 800 to 1500 years.  

The temperature and CO2 variations are smaller in Antarctica than in Greenland, and therefore 
same oscillations should be easily found also on the Northern Hemisphere. Dansgaard et al. 
(1984) and Dansgaard et al., (1993) concluded from the ice-core records of Greenland for the 
period of 250 000 years that climate has been unstable during glaciation periods, and these climate 
periods were named Dansgaard – Oeschger (D-O) oscillations. The periodicities of Greenland’s 
ice-core records according to Vinther et al. (2010) have been 1270, 1470, and 2550 years. In the 
later article of Vinther (2011), a dominant period is about 1000 years peaking at 1000 and 2000 
years. Bond (1997) has found the same 1470±500 years periodicity in the North Atlantic Sea 
sediments during the Holocene. 

Davis et al. (2019) have named external forces of the Earth like periodic variations in solar inso-
lation and natural perturbations of Earth’s orbital cycles to be probable reasons for variations.  

Also, Bond (1997) thinks that oscillations found in the North Atlantic area are caused by solar 
insolation  changes. 
 

3.8 The Sun’s activity changes 

The Earth receives about 99.97 % of its energy from the Sun. The Sun’s radiated energy measure 
is Total Solar Irradiance (TSI), which has both long-term variations in the millennium scale and 
short-term variations like Schwabe’s 11-year cycle and Gleissberg’s 88-year cycle. Solar magnetic 
field variations are responsible for solar irradiation changes. There are two main categories of 
methods in evaluating historical TSI values, which are sunspot records starting from 1610 and 
cosmogenic isotopes of 10Be and 14C applicable for millennial periods.  

Hoyt and Schatten (1993) have used the indices of the equatorial solar rotation rate, sunspot struc-
ture, decay rates of sunspots, the number of sunspots without umbrae, and the decay rate of sun-
spots and sunspot cycle, and developing a model for TSI calculation. Lean (1995, 2004, 2010) 
has reconstructed the TSI trend from 1610 onward by using revised sunspot activity records and 
the correlation between sunspot darkening and faculae brightening (bright areas between sunspots 
data). Bard et al. (2000) have used the cosmogenic isotope measurements of ice cores samples of 
the South Pole. Shapiro et al. (2011) and Steinhilber et al. (2012) have found that solar irradiancy 
and cosmic radiation variations have caused large historical solar forcings. These TSI construc-
tions have been depicted in Fig. 8.  
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Figure 8. TSI reconstructions of Lean (2004), Hoyt and Schatten (1993), and Bard et al. (1997). The tem-
perature scale applies only to Lean (2004). 
 
According to the data of Lean (2004), the estimated TSI change from 1750 to 2000 has been about 
1.1 Wm-2. Based on the latest TSI observations, Lean (2010) has also modified her original TSI 
estimate of 1366 Wm-2 for the 2000s to the modern TSI level of 1361 Wm-2 but her estimate for 
the TSI change is the same 1.1 Wm-2. This TSI change means an RF value of 1.1/4 = 0.275  
Wm-2.  Connolly et al. (2021) have carried out a comprehensive review study about Sun effects 
on the Northern Hemisphere temperature trends. Its results show a common feature in all TSI 
reconstruction studies that around 1900 the TSI value was about -2 Wm-2 lower, in the 1930’s 
about +1 Wm-2 higher, and from 1990 onward about 1.5 Wm-2 higher than the reference level. The 
TSI reconstruction of Velasco Herrera et al. (2015) shows the same general TSI trends as above 
and they also predict that the TSI trend has a minimum around the 2050s. 

A general conclusion can be drawn that the TSI has varied from 1600 onward including low TSI 
values during the Little Ice Age (LIA, Maunder minimum) and Dalton minimum. The Sun’s ac-
tivity seems to be now at the maximum level starting from 1990 and the TSI value has varied 
thereafter relatively little according to the Sun’s cycle phase of about 11 years (Schwabe cycle). 

Kauppinen et al. (2010) and Ollila (2013) have found out from satellite cloudiness observations 
that a 1 % cloudiness change causes a 0.1 °C temperature change. Ollila (2017b) has introduced 
that the TSI impacts cause cloudiness changes and due to this effect, an RF change should be 
multiplied by a factor of 4.2.  By applying this factor, the temperature impact of the TSI change 
of 1.1 Wm-2 from 1750 to 2020 would be 0.32 °C. 
 

3.9 Tree-ring analyses covering the last millennium 
 

Climatic variations leave their mark on the annual rings of trees making it possible to study cli-
mate variations. Their thickness growth (tree-ring width) is regulated by the average summer 
temperature in cool areas and precipitation in arid regions. With the development of dendrochron-
ological methods and the global expansion of research data, the time perspective of research co-
vers the Holocene climate retrospectively. The tree rings are in a special position, as they are the 
only representative of the year-accurate proxies.  In Fig. 9 the results of four tree-ring analyses 
have been depicted. 
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Figure 9. The proxy temperature results of tree-ring analyses of Crowley and Lowery (2000), Briffa (2000), 
Jones et al. (1998), and Mann et al. (1999). The grand maximums and minimums of 60- and 88-year oscil-
lations have been marked (Ollila and Timonen, 2022). 
 
There are differences in the trends of different tree-ring analyses. Anyway, there is a common 
tendency that temperatures to start to decline after the beginning of the millennium, there is a 
minimum during the LIA in the 15th century, and the temperature starts to increase thereafter. 
 

3.10 Summary of temperature proxies of the last millennium 
 
In Fig. 10 three different types of temperature-related proxies have been depicted. 
 

 
Figure 10. Two proxy temperatures of Greenland’s borehole data (Vinther et al, 2011), the multiproxy 
temperature proxy of Ljungqvist (2010), and the TSI proxy of Lean (1995). 

Borehole temperature proxies smooth out short-term variations but they indicate a period of about 
1000 years having maximum peaks in about 1000 and the present maximum in 2000 (Hughes et 
al., 2020; Vinther et al., 2010). The temperature variations seem to be much greater in Greenland 
than globally, which has also been noticed during the last 50 years.  
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The temperature data of Ljungqvist (2010) include nine types of temperature data, namely two 
historical documentary records, three marine sediment records, five lake sediment records, three 
speleothems δ18O records, two ice-core δ18O records, four varved thickness sediment records, five 
tree-ring width records, five tree-ring maximum latewood density records, and one δ13C tree-ring 
record.  Because of the combination of different trends, this proxy is rather heavily averaged. 

All these proxies show the same kind of temperature trend that during the last millennium, there 
have been about 1000 yearlong climate oscillations, which is caused by solar activity variations. 
The Earth is recovering from the LIA and is now at a new maximum. 

The IPCC has concluded that the present high temperatures of the 2000s are unprecedented (IPCC, 
2013). If the scrutiny period is 2000 years backward, we need not rely on temperature proxy meth-
ods only, which show two warm periods (Ljungqvist, 2010) namely the Roman warm period from 
250 BC to AD 450 and the Middle Ages warm period from AD 950 to 1250. These well-known 
warm periods have not happened only in Europe and in North America. Li et al. (2023) have found 
that during the last 3500 years, the maximum precipitation and temperatures from May to October 
occurred on the northeastern Tibetan Plateau during the period of 800 – 1400 rather than during 
the current warm period. 
 

There is also concrete evidence of warmer periods other than temperature proxies. The Lendbreen 
glacier in Norway is melting and it revealed a well-preserved fabric, which was made according to 
radiocarbon dating between AD 230 to 390 (Vedeler and Jorgensen, 2013). Retreating Mendenhall 
glaciers in Alaska has exposed forest remnants growing from 700 to 1000 based on the radiocarbon 
method according to the statement of Professor Connor (2013). These examples show that these 
warm periods have been long and at least as warm as the present ones. 
 

3.11 Shortwave radiation anomaly of the 2000s 

A significant shortwave (SW) radiation anomaly (later SWnet)  has been observed by the CERES 
(2021) satellite measurements from 2001 onward. This trend has been depicted in Fig. 2(a) of 
Loeb et al. (2021) and in Fig. 7.3 of AR6 (IPCC, 2021). Loeb et al. (2021) concluded that the SW 
anomaly is probably due to the changes in low-level clouds, and the reasons for these changes 
may be natural and not known by climate researchers. It should be noted that Marsh and Svens-
mark (2000) have shown in their study that cosmic rays influence low cloud properties.  The 
SWnet, varies according to yearly values of CERES (2021) from 240.36 Wm-2 in 2001 to 241.97 
Wm-2 in 2019, which means an increase of 1,61 Wm-2.  

The significant SW anomaly of the 2000s (depicted as shortwave radiation downwelling in Fig. 
11) is a reality but its warming impact has not been generally acknowledged in climate science 
since it challenges the basis of GCMs.  



 Antero Ollila: Natural Climate Drivers dominate in the Current Warming 

 

Science of Climate Change                                               https://doi.org/10.53234/scc202204/03 

 311 

 

Figure 11. SW and LW radiation changes at the TOA from 2001 to 2020 (Ollila, 2021). The SWnet change 
is the same as the Shortwave radiation downwelling. 

The most important issues in climate change are the RF value of CO2 and the positive water 
feedback.  The SW radiation anomaly of the 2000s created a unique opportunity to test the accu-
racies of the GCMs applied by the IPCC and a challenging model of Ollila (2021). According to 
the glossary of AR5 (IPCC, 2013), the portion of any top-of-atmosphere radiative effect that is 
due to anthropogenic or other external influences, such as changes in the Sun, is termed instanta-
neous radiative forcing (IRF). 

Ollila (2021) simulated the temperature effects during SW radiation anomaly from 2001 to 2019 
using both the IPCC’s simple climate model and his simple climate model by starting temperature 
changes from zero in 2001, Fig. 12.  In the IPCC model, a λ value of 0.47 Wm-2

 was applied, and 
the CO2 impact was calculated using Eq. (1) and (2), but the other GH gas effects were omitted 
due to their insignificant impact in the 20-year simulation period. Also, long-term (from 60 to 
1000 years) temperature oscillation effects were omitted. For this study, the earlier simulations of 
the Ollila model were repeated using Eq. (2), with the λ value of 0.265 Wm-2, and the RF value 
of CO2 was calculated using Eq. (1). The temperature impact dT of the ENSO effect has been 
calculated from the Oceanic Nino Index (ONI, 2021), dT = 0.1 * ONI with 6 months delay (Tren-
berth and Fasullo, 2013; Ollila (2021). The dynamical time constants for the ocean were 2.74 
months, and for land, 1.04 months (Stine et al., 2009). 
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Figure 12. Calculated and observed temperature changes from 2001 to 2020. The SWnet changes are the 
same as in Fig. 11. 

The SWnet anomaly with the magnitude of 1.75 Wm-2 took place under real climate conditions 
from January 2001 to December 2021; the observed HadCRUT4 (2021) temperature change was 
0.46 °C. 

The temperature change from 2001 to 2019 according to the IPCC model (Ollila, 2021) is the sum 
of the SWnet change, 0.78 °C, anthropogenic drivers, 0.30 °C, and the ENSO effect, 0.03 °C, to 
give a total of 1.11 °C, meaning an error of +0.65 °C in the HadCRUT4 temperature. The Ollila 
model (Ollila, 2021) is the sum of a SWnet change of 0.40 °C, CO2 forcing of 0.10 °C, an ENSO 
effect of 0.03 °C, and cloud effects of -0.01 °C, for a total of 0.52 °C, meaning an error of +0.06°C 
in respect of HadCRUT4.  

Both model-calculated temperatures follow the ups and downs of the global observations very 
well indicating that the dynamical time constants are correct. The temperature errors of the IPCC’s 
model are due to the positive water feedback and strong RF value of CO2. 

It is also interesting to note that during the period from 1979 to 2016, the average error of 102 
CMIP5 test runs by Christy (2017) to the observed temperature was 0.55 °C, which is close to the 
temperature impact of the SW anomaly of 0.43 °C as calculated by Ollila (2021) from 2001 to 
2019 applying simple models. 

The IPCC dropped out this change in AR6 model-based temperature calculations since the solar 
impact has been -0.01°C. If the real change according to the IPCC science would has been used, 
the model-calculated temperature change would have been 1.27 + 0.76 = 2.03 °C exceeding the 
Paris agreed temperature limit. 

3.12 The summary of anthropogenic and natural drivers  

The summary of climate drivers has been summarized in Table 4.  
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Table 4. The main anthropogenic and natural drivers of surface temperature changes according to IPCC ( 
2013), IPCC (2021), and this study (=NAGW) from 1750 to 2019. The values in parentheses are calculated 
according to the IPCC science if the SW anomaly of the 2000s is included. 
    
    
Driver IPCC/AR5, °C IPCC/AR6, °C NAGW, °C 
Carbon dioxide 0.84 1.01 0.36 
Methane 0.49 0.28 0.14 
Nitrogen oxide 0.09 0.10 0.04 
Other anthropogenic gases 0.18 0.44 - 
Greenhouse gases 1.59 1.83 0.54 
Albedo, volcanic -0.08 -0.09 - 
Aerosols, clouds, and contrails -0.42 -0.49 - 
Anthropogenic totally 1.11 1.28 0.54 
Solar 0.03 -0.01 0.32 
SW radiation anomaly - 0.00 (0.78) 0.43 
Drivers totally 1.17 1.27 (2.03) 1.29 
Observed temperature change 0.85°C 1.29°C 1.29°C 
Error, % +37.7% -1.6% (57%) 0.0% 

    

The most essential result is that according to AR6 (IPCC, 2021), the contribution of CO2 during 
the industrial era has been 1.1 °C but according to this study it is 0.36 °C and according to Harde 
(2022) it is 0.34 °C. 

The trend in climate driver magnitudes from AR4 to AR6 is consistent. The most striking feature 
is the temperature error percentage change from +37.7% in 2011 to -1.6% in 2019 (material years 
of AR5 and AR6). This change cannot be explained by the abrupt decrease of anthropogenic 
drivers as noticed in Table 4 figures. A possible reason could be that the surface temperature has 
paused as it did in the period from 2000 to 2014 but the temperature increase rate has been greater 
than normal since 2014. The most probable reason is the emerging SW radiation anomaly of 0.43 
°C from 2001 to 2019 as indicated in the last column.  
 

3.13 The GH effect and contribution of GH gases 

The temperature effect of the GH effect is generally accepted to be 33-34 °C but the radiative force 
on the Earth’s surface causing this temperature increase is getting almost no attention. The cause 
of the GH effect can be found only in GH effect definitions. The first comprehensive scientific 
definition of the GH effect based on the present-day knowledge of radiation fluxes and the effects 
of clouds has been presented by Hartmann (2015): “Most of this emitted infrared radiation is ab-
sorbed by trace gases and clouds in the overlying atmosphere. The atmosphere also emits radia-
tion, primarily at infrared wavelengths, in all directions. Radiation emitted downward from the 
atmosphere adds to the warming of Earth’s surface by sunlight. This enhanced warming is termed 
the greenhouse effect.” 

 
This has not been good enough for the IPCC, which introduced its own definition in the AR5 
(2013): “The longwave radiation (LWR, also referred to as infrared radiation) emitted from the 
Earth’s surface is largely absorbed by certain atmospheric constituents - (greenhouse gases and 
clouds) - which themselves emit LWR into all directions. The downward directed component of 
this LWR adds heat to the lower layers of the atmosphere and to the Earth’s surface (greenhouse 
effect).” 

 

They may look very similar, but there is a crucial difference. The AR5 defines that only GH gases 
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and clouds are responsible for the GH effect. Hartmann does not specify that they are only GH 
gases and clouds would reradiate downward from the atmosphere, but it is the atmosphere itself, 
which causes the infrared radiation. So, there might other energy sources which warm up the 
atmosphere as solar radiation is absorbed by the atmosphere. Hartmann is in line with Planck’s 
law that any material, which has a temperature above absolute zero, will emit electromagnetic 
radiation according to its temperature. 

Ollila (2019) introduced his definition in 2019 and it considers all the energy fluxes warming the 
atmosphere: “The Earth’s surface emits LW radiation (infrared radiation) and it transfers heat 
energy in the form of latent and sensible heating into the atmosphere. Most of the emitted infrared 
radiation is absorbed by trace gases and clouds in the atmosphere. All three energy fluxes in-
crease the temperature of the atmosphere. The part of the infrared radiation due to these three 
energy sources emitted downward from the atmosphere adds to the warming of Earth’s surface 
by sunlight and it is called the greenhouse effect.” 

In AR6 the IPCC (2021) reformulated the GH effect definition and it can be found only in Glos-
sary: 

“The infrared radiative effect of all infrared-absorbing constituents in the atmosphere. Green-
house gases (GHGs), clouds, and some aerosols absorb terrestrial radiation emitted by the 
Earth's surface and elsewhere in the atmosphere. These substances emit infrared radiation in all 
directions, but, equal, the net amount emitted to space is normally less than would have been 
emitted in the absence of these absorbers because of the decline of temperature with altitude in 
the troposphere and the consequent weakening of emission. An increase in the concentration of 
GHGs increases the magnitude of this effect; the difference is sometimes called the enhanced 
greenhouse effect.” 

This definition does not specify anymore that only the GH gases and clouds are responsible for 
the downward LW radiation to the Earth’s surface like in the AR5 since this radiation has not 
been noticed at all: only radiation to all directions. It can be speculated that the IPCC noticed its 
fault in the AR5 definition that the absorption of LW radiation of about 155 Wm-2 cannot create 
the radiation of about 345 Wm-2 and tried to fix the problem. This time the IPCC does not show 
what is causing the GH effect by omitting the downward radiation which is the essence of the GH 
effect. If you remove the downward radiation, you remove the GH effect. 

The existence of the GH effect is a generally acknowledged fact among researchers but the mag-
nitude (the numerical value) of radiative drivers causing the GH effect has not been analyzed in 
the assessment reports of the IPCC. The GH effect can be illustrated by the energy budget of the 
Earth, Fig. 13.  
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Figure 13. The Earth’s energy balance (Ollila, 2019). 

The energy balance presented in Fig. 13 is from Ollila (2019). Its numerical flux values are inside 
the accuracies of Wild et al. (2019), which has been referred to in the AR6 (IPCC, 2021). 
 

The magnitude of the GH effect can be summarized from the flux values in Fig. 13. The reradia-
tion LW flux of 345 Wm-2 to the surface is a sum of four fluxes (Wm-2): the absorption of SW 
radiation 75, LW absorption by GH gases and clouds 155, latent heating 91, and sensible heating 
24. The SW absorption flux of 75 Wm-2 together with the SW flux to the surface of 165 Wm-2 
encompasses the net SW radiation of 240 Wm-2 to the Earth. The conclusion is that the GH effect 
is the sum of three energy fluxes recirculating between the surface and the atmosphere, and its 
magnitude is 270 Wm-2 (435-75 = 270). 

GH effect deniers either say that the downward LW radiation flux of 345 Wm-2 is not real or it 
cannot warm the surface, since it radiates from the atmosphere being colder than the surface. This 
flux is real and its value can be confirmed by the worldwide measurement network (Driemel et 
al, 2018). Its reality and meaning are a fact since the energy budget of the surface cannot be closed 
without this radiation flux. The rate of radiation heat transfer from a body at temperature T1 which 
is surrounded by a body at temperature T2 is given by the Stefan-Boltzmann law 

Q = σAε(T1
4 – T2

4) [Wm-2],            (7) 

where σ is the Stefan–Boltzmann constant, A is the surface area of the radiator, and ε is the emis-
sivity. The equation means that there is also a heat transfer rate from a colder body since all 
material radiates electromagnetic radiation according to Planck’s law. The surface temperature 
T1 is a result of these two heat transfer rates. The observation based on average radiation flux 
values over the period 1985-1988 shows that in the clear-sky conditions, the LW radiation upward 
is 394.1 Wm-2 and downward 313.5 Wm-2 but in the cloudy-sky conditions LW radiation upward 
is 396.3 Wm-2, and downward 359.0 Wm-2. These figures mean that during relatively short periods 
of a few days (about two days of three are cloudy), the surface temperature is higher in cloudy-
sky conditions even though the SW radiation to the surface decreases by 68.3 Wm-2. This would 
not be possible without the simultaneous increase of LW radiation by 45.5 Wm-2. 
 
Practical examples of the warming effect of different sky conditions and the S-B law are carports 
used in Scandinavian countries: the car windows below open car roofs stay clear in temperatures 
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from -0 °C to -25 °C when adjacent car windows under the open sky become frozen.  

LW radiation excluding the SW radiation absorption radiation is the basis for calculating the con-
tributions of GH gases and clouds to the GH effect. The most referred figure (Kiehl and Trenberth, 
2009) of the CO2 contribution is 26 %. Climate change researchers should realize that this result is 
calculated in the modified US Standard Atmosphere 76 (US 76) containing 50 % less water than 
the average global atmosphere (Ollila, 2014). The US 76 has also been called “a standard atmos-
phere”, creating a wrong image (Liou, 1992).  

Schmidt et al. (2010) have used the average atmospheric composition and the GH effect magni-
tude of 155 Wm-2 in calculating the contributions of GH gases and clouds in the GH effect. Their 
results and the same of Ollila (2017a) have been summarized in Table 5. 

Table 5. The contributions of GH gases and clouds in the GH effect according to Kiehl & Trenberth (1997), 
Michell (1989), Schmidt et al. (2010), and Ollila (2017a). 

 

 

 

 

 

 

 

 

 

 

Michell (1989) has not specified the atmosphere. The %-values in parentheses of Kiehl & Tren-
berth are for cloudy sky conditions. The major reason for a much lower contribution-% of CO2 by 
Ollila (2017a) is the magnitude of the GH effect 270.6 Wm-2 versus the 155 Wm-2 of Schmidt et 
al. (2010); the absorption value of CO2 is practically the same in both papers.  A counterargument 
against the calculation basis of 270 Wm-2 could be that latent heating does not change the surface 
temperature, and the difference between the surface emitted radiation 395 Wm-2 and the net radia-
tive flux from the Sun is 395 – 240 = 155 Wm-2, which is exactly the absorption magnitude by GH 
gases and clouds. 

The reradiation of 345 Wm-2 is the sum of all four energy fluxes warming the atmosphere. This 
radiation flux warms up evenly the surface and it has an even-handed contribution to three energy 
fluxes cooling the surface: the LW radiation, latent and sensible heating. We cannot conclude that 
the latent heating energy originates only from the latent heating part of atmospheric reradiation. In 
the same way, we cannot conclude that the SW absorption flux of 75 Wm-2 contributes only to the 
radiation capability of the surface, but it does not contribute the latent and sensible heating. Every 
component warming up the atmosphere contributes to the GH effect (LW reradiation minus SW 
absorption) according to its energy flux absorbed in the atmosphere. The situation in the climate 
zones shows that latent and sensible heating is related to the high temperatures of the tropical zone. 
Therefore, the real GH effect is the sum of LW absorption in the atmosphere, latent heating, and 
sensible heating. 
 

 

 

GH effect element Ollila Kiehl & 
Trenberth 

Michell Schmidt et al. 

LW absorption element RF, 
Wm-2 

Contr., 
   % 

Contr., 
    % 

Contr.,  
  % 

Contr.,  
  % 

Water 90.9 33.6 60 (38) 65 50 
Carbon dioxide 20.1 7.4 26 32 19 
Ozone 6.9 2.6 8 1  

7 Methane & Nitrogen oxide 1.8 0.7 6 2 
Clouds 35.9 13.3 (39)  25 
LW absorption 155.6 

 
125 (155)  155 

Latent heating 90.8 33.6   - 
Sensible heating 24.2 8.9   - 
GH effect 270.6 

 
   155  155 
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5. Conclusions and discussion 

The alternative climate model NAGW including natural and anthropogenic drivers can explain the 
long-term global warming from 1750 onward as well the short-term warming during the 2000s.  

The summary of the differences between the most important key figures of the IPCC and the chal-
lenging NAGW is tabulated in Table 3. The known TSI variations have an important role in ex-
plaining the warming before 1880. There are two warming periods since 1930 and the cycling 
AHR effects can explain these periods of 60-year intervals. The warming mechanisms of TSI and 
AHR include cloudiness changes and these quantitative effects are based on empirical temperature 
changes. This review concludes that the NAGW has a solid theoretical background, and its warm-
ing value has better conformity with the observed temperature than the AGW. The major parame-
ters of the AR6 (IPCC, 2021) and the parameters applied in the NAGW are collected in Table 6. 
Table 6.  The summary of differences between the IPCC (2021) and this study including uncertainty limits. 

Parameter AR6, IPCC NAGW 

CO2 contribution to the GH effect About 19 % – 26 % 7 % – 8 % 

H2O contribution in the GH effect About 50 % – 69 % 66 % – 69 % 

Water feedback Amplifies GH gas effects by 
a factor from 2 to 3 

Only short-term (1-2 years) 
positive feedback 

Climate sensitivity parameter (λ) 0.47 K/(Wm-2) ± 0.03 0.265 K/(Wm-2) ± 0.05 

RF value of 2 * CO2 3.93 Wm-2 ± 0.47 Wm-2 2.4 Wm-2 ± 0.3 Wm-2 

Anthrop. CO2 in the atmosphere in 2019 265 GtC 70 GtC 

The residence time of anthropogenic CO2 From centuries to millennia 16 years ± 1 years 

The residence time of total CO2 Same as anthropogenic CO2 70 years ± 10 years 

Transient Climate Response – TCR 1.8 ⁰C (1.4 ⁰C + 2.2 ⁰C) 0.6 ⁰C ± 0.15⁰C 

Equilibrium climate sensitivity - ECS 3.0 ⁰C (2.5 ⁰C – 4.0 ⁰C) 0.6 ⁰C ± 0.15 ⁰C 

Greenhouse effect 159 Wm-2 270 Wm-2 

 

The differences and the reason for them are already analyzed in the former sections. The most 
important differences are the water feedback and the RF formula of CO2. These two differences 
explain the differences in CS values. Considering the future atmospheric CO2 concentration devel-
opment, also the residence time difference is very essential. Table 6 does not show the temperature 
effect of the SW radiation anomaly, which is not included in GCM simulations in the AR6 calcu-
lations for 2019, and which is about 0.78 °C. 

Because the Sun’s activity should be decreasing and the AHR effect also declines after a few years, 
the global temperature according to this alternative warming theory should decline permanently 
after 2020 even though the warming effect of GH gases increases steadily. 
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